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ABSTRACT

In software engineering, the use of models and metamodelling approaches (e.g., MDA with MOF/UML) for purposes such as software design or software validation is an established practice. Ontologies constitute domain models formalized using expressive logic languages for class definitions and rules. Hence, when seen from an abstract point of view, the two paradigms and their various technological spaces seem closely related. However, in the state-of-the-art research and practice the two technologies are just beginning to converge and the relationship between the two is still under exploration. In this paper, we give an outline of current ontology technologies, such as the Semantic Web standards for a Web Ontology Language (OWL). Then, we describe a domain analysis of the different technical spaces, explaining the features of the different paradigms. Eventually, we describe some avenues for integrating various ontological technical spaces into meta modeling technical spaces.
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1. INTRODUCTION
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In software engineering, model-driven techniques (Model-Driven Engineering, MDE) have gained broad acceptance over the last decade. Model-driven techniques provide management of, transformations between and synchronization of different models, including the “model” at the target platform constituted by source code. MDE is motivated by the objective of factorizing complexity into different levels of abstraction and concern, from high-level conceptual models down to specific aspects of the target platform. An instance of MDE is the Model Driven Architecture (MDA) [31], which is based on OMG’s Meta-Object Facility. It frequently includes UML as its modeling language and a common pipeline of managing and transforming models according to MDA [24] is depicted in the dashed box of Fig. 1: a platform-independent model (PIM) is transformed into a platform-specific model (PSM) and eventually into an executable representation (code) being the target platform. Thereby each transformation, i.e., each arrow, also indicates the enrichment of the resulting model with new features possibly specified in additional models.

Also over the last decade, the Web, AI and database communities have successfully investigated and promoted the use of ontologies as modeling and reasoning frameworks for the management of models and corresponding (Web) data. Ontologies and MDA technologies exhibit different foci. OMG MOF targets automating the management and interchange of metadata whereas knowledge representation focuses on semantics of the content and on automated reasoning over that content [20].

While the focus of these communities is somewhat different, the question still arises how the scientific and technical results around ontologies, ontology languages and their corresponding reasoning technologies can be used fruitfully in model-driven software engineering.

Like models, ontologies may provide a foundation for MDE. Thus, MDE can be based on the Metamodelling Technical Space (MMTS) as well as on Ontological Technical Spaces (OTSs). Kurtev et al. [28] have coined the term technical spaces to organize concepts in order to compare complex solution approaches. A technical space (TS) can be here understood as a body of knowledge comprising modeling languages and transformation facilities.
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Subsequently, we will investigate the properties of ontological technical spaces, elucidating the potential of ontology technologies in MDE. Figure 1 illustrates an example indicating the use of several OTSs in the MDE process. The classical MDA transformations residing in the metamodeling technical space, such as explained above, are extended by further transformations making use of OTSs.

Further transformation into OTSs may provide additional analysis and implementation support, not as efficiently available in metamodeling technical spaces. Currently, MDA uses semi-formal metamodels instead of formal specification languages as support to describe models [48]. In Fig. 1, the initial UML model representing the PIM is transferred into an ontological representation in OWL, e.g., for model checking (arrow 1). This OWL model describes a submodel of the UML model, enabling logics-based model analysis. An second transformation translates the PIM into another OWL model (arrow 2). This model from OTS may serve as a kind of data base for a reasoner, invoked by the Java program.

In order to improve the understanding of the space composed by MMTS and OTS (MMTS+OTS), we compare different MMTS+OTS approaches. We use a feature model that we define in Section 3 and that we apply in Section 4, where more details about arrows 1 to 3 will follow. A discussion of some open issues are presented in Section 5. First, however, we continue with a definition of basic concepts from ontologies technologies and MDE in Section 2.

2. FOUNDATIONS

2.1 Ontological Technical Spaces

An ontology constitutes a formal conceptual model. Hence, its core concerns, i.e., formal definitions of classes and relationship, are germane to the software engineering community. Given their roots in knowledge representation and reasoning, however, ontologies have always been used differently than conceptual models in software and data engineering. Hence, the perspectives on modeling and using ontologies are slightly twisted if compared to conceptual models such as UML class diagrams.

2.1.1 Ontology Modeling

The process of modeling ontologies exhibits a couple of overlaps with the development of conceptual models [45]. Requirements elicitation is followed by a design phase when classes and relationships need to be defined similarly as in an UML class diagram. This stage, however, is followed by another step that depends on the ontology modeling paradigm and its corresponding language.

In the realm of description logics-based ontologies [5], the strength of ontology modeling lies in disentangling conceptual hierarchies with an abundance of relationships of multiple generalization of classes (cf. [42]). For this purpose, description logics allows for deriving concept hierarchies from logically precisely defined class axioms, stating necessary and sufficient conditions of class membership.

In the realm of logic programming-based ontologies [2], the strength of ontology modeling lies in a formally integrated consideration of expressive class and role definitions.

In both paradigms, the structure of class definitions may be validated by introspecting the model, using corresponding reasoning technology. In the first model of description logics, this is indeed the focus of its reasoning technology, while in the second model the focus of the corresponding reasoning technology is on reasoning with objects in a logical framework.

2.1.2 Ontology Languages and Reasoning

The language and reasoning paradigm that has been predominantly used and researched is the family of description logics languages including the W3C recommendation, the Web Ontology Language (OWL) [30]. All description logic languages allow for capturing the schema in the “terminological box” (T-Box) and the objects and their relationships in the “assertional box” (A-Box). The terminological box captures reasoning patterns restricted to knowledge about the class level, i.e., independent from a given situation, like the following:

Given Every service has at least one hasServiceDescription.

Given A paymentFunction has at least one hasServiceDescription.

that is a PaymentDescription

Concluded Every paymentFunction is a service.

In contrast, the A-Box captures reasoning patterns that concern knowledge about specific instances, exploiting a T-Box as above, i.e., knowledge about specific situations, like the following:

Given MyPaymentWay hasServiceDescription “This service does this and this.”.

Given “This service does this and this.”.

is instance of PaymentDescription.

Concluded MyPaymentWay is a paymentFunction.

Concluded MyPaymentWay is a service.

The individual members of this family of languages differ in the set of modeling constructs they support. Depending on the exact configuration of allowed modeling primitives, a member of the family like DL Lite [13], the W3C recommendations OWL-lite and OWL-DL (two of the three versions of the Web Ontology Language), and KL-One belongs to the class of languages requiring polynomial, Exptime, Nexp time and undecidable sound and complete reasoning algorithms, respectively.

Ontology languages derived from logic programming are usually Turing powerful [29], but with their focus on instance reasoning act and work rather like deductive databases. This implies that they support closed world semantics (in contrast to the open world semantics of classical model theory.
used in description logics and first-order predicate logics) where specific models are selected (i.e., least fix points according to an entailment operator). Recent research investigates the integration of the two semantic paradigms for joining description logics and logic programming [33].

Finally, RDF together with its associated schema language RDFS constitutes an inexpressive language for representing data and schema information in an exchangeable manner [49]. Its focus is on representing data located and linked on the Web rather than on expressive modeling of class definitions.

2.2 Metamodeling Technical Spaces

Whereas models describe a specific abstraction of reality (cf. e.g., [3]) metamodels define the modeling itself, including applied modeling technologies and modeling processes [11]. Today, the meta modeling space is associated with technologies developed in the UML environment [40]. Here, metamodeling is usually restricted to specify modeling (and programming) languages, only.

Metamodel-based approaches are based on a staged architecture of models and metamodels, where the structure of lower level models is explained by higher level metamodels. The Meta Object Facility [36] defines a four-layer structure, which is applied to define the UML and Domain Specific Languages. The top level (M3) defines the MOF itself. Language specifications like the UML specification are viewed as (linguistic) instances [4] of the MOF living on the metamodel level (M2). The model level (M1) contains concrete models, like class-diagrams or state machines, the notation of which is defined by metamodels on M2. Finally, M0 describes real world objects.

Models in the metamodel technical spaces are viewed as object networks or graphs. Their abstract syntax is usually defined by (UML-)class diagrams extended by constraint languages like OCL [38]. Furthermore, it is possible to extend the UML semantics with UML Profiles. The recently standardized semantics extension for ontology modeling is the Ontology Definition Meta model (ODM) [39], a family of UML metamodels defining various ontology languages, including OWL.

Technologies for dealing with object networks and graphs cover querying and transformation approaches. Requirements for transformation, querying and viewing languages within the MOF meta-modeling environment are proposed by OMG in the Query/View/Transform proposal [1].

Various transformation and querying approaches already exist or are being developed in consideration of QVT. Representatives of these approaches found their origins in graph querying or graph transformation like AGG [47] and GReQL [27]. Others, e.g., ATL [9], were directly developed according to QVT. A broad overview of transformation techniques is presented in [15].

In spite of their different purposes, OTS and MMTS share similar constructs. Recent work presents similarities between MOF and RDF [21], between OWL/RDF and Object-Oriented Languages [25] and between UML and OWL [39] [18]. We roughly summarize them in Table 1. For the subtleties, please refer to the cited papers.

<table>
<thead>
<tr>
<th>OTS</th>
<th>MMTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>ontology</td>
<td>package</td>
</tr>
<tr>
<td>class</td>
<td>class, classifier</td>
</tr>
<tr>
<td>individual and values</td>
<td>instance and attribute values</td>
</tr>
<tr>
<td>resource</td>
<td>model element</td>
</tr>
<tr>
<td>property</td>
<td>association, attribute</td>
</tr>
<tr>
<td>data types</td>
<td>data types</td>
</tr>
<tr>
<td>subclass, subproperty</td>
<td>subclass, generalization</td>
</tr>
<tr>
<td>enumeration</td>
<td>enumeration</td>
</tr>
<tr>
<td>domain, range</td>
<td>navigable, non-navigable</td>
</tr>
<tr>
<td>disjointness, union</td>
<td>disjointness, cover</td>
</tr>
<tr>
<td>cardinality</td>
<td>multiplicity</td>
</tr>
</tbody>
</table>

3. A FRAMEWORK FOR CLASSIFICATION

In this section, we present the results of applying a domain analysis to MMTS+OTS approaches. Domain analysis is concerned with analyzing and modeling the variabilities and commonalities of systems or concepts in a domain. The result of the analysis is a feature model described in this section. It comprises a feature diagram depicted in Fig. 2 using a Mind Map-like notation, a description of the features and their origin from specific technical spaces, and some examples. In Fig. 2, bold face features are mandatory and normal face features are optional. The mandatory features are included in all transformations between MMTS and OTSs presented in Section 4. We presume that in the case of a mandatory feature with optional subfeatures, at least one of the subfeatures must be included.

The feature model reveals the different possible choices for a MMTS+OTS approach and can also be used as a taxonomy to categorize the existing approaches published in the literature as we do later in Section 4. The model does not intend to be normative, but rather informative.

3.1 Language

A language is defined based on:

1. A concrete syntax describing the way in which the language elements appear in a human-readable form. Extended BNF is frequently used to describe the concrete syntax of lexical notations. In the case of graphical notations, natural language and symbols are used to describe what graphical symbols represent the information, and how these symbols are laid out. A particular case of concrete syntax is a serialization syntax, which allows the language expressions to be made persistent or interchanged between tools. XML can be used as serialization syntax. Some syntactical variations may co-exist for one given language.

2. An abstract syntax portraying the elements that compose the language, and the possible combination of these elements. Abstract syntax graphs, metamodels or Extended BNF are commonly used to represent the abstract syntax of a language.

3. The semantics attributing meaning to the language primitives and the vocabulary. The attribution can be done by the means of a formal language using math-
Figure 2: Feature Model of Bridging OTSs and MDA MMTS.
basis to the well known traditions of Frame-based systems, Semantic Networks and KL-ONE-like languages, Object-Oriented representations, Semantic data models, and Type systems [5]. Core to each language from this family is its capability to express class definitions by restrictions on relationships to other classes and by inheritance relations. Though the exact expressiveness varies, all description logics languages are subsets of first-order predicate logics.

3. Horn Rules: Horn rules restrict First-Order Predicate Logics to axioms of a particular form. Though horn rules are in general Turing powerful, in practical situation it is often possible to oversee deductive consequences and to reason efficiently with terms (i.e., kind of objects). While horn rules can be given a model-theoretic semantics like First-Order Predicate Logics, in order to handle negation efficiently, most approaches come with some fix-point semantics in order to decide upon satisfiability (or inconsistency).

4. Frame Logic: is a syntactically more expressive variant of horn rules. It constitutes a deductive, object oriented database language, combining the declarative semantics and expressiveness of deductive database languages with the rich data modeling capabilities supported by the object oriented data model [2].

Ontologies and models written in a given language, e.g., OWL-DL, are usually translated to one or more formalisms, e.g., SHOIN [5], a member of the family of description logics languages, to realize reasoning. The UML class diagram can also be mapped to description logics, a corresponding example will be given in more detail in Section 4.1. We call this process “formalization”.

3.3 Data Model

A data model is an underlying structure mandating how data is represented. The data model provide a basis for organizing the primitive elements of a language. This organization is used by the abstract syntax of the language to relate the primitives. We distinguish between four basic data models:

1. Graph: consists of (hyper-)edges and nodes.
2. Tree: constitutes a restricted graph data model having a hierarchical organization of the data.
3. Object-based: organizes data according to the object-oriented paradigm.
4. Relational: organizes data in relations.

A modeling approach can often be seen from the point of view of different data models. For instance, UML is commonly seen as a graph data model. In fact, however, UML class diagram instances could also be interpreted as a relational model.

OWL is primarily based on unary relations (i.e., logically-defined classes) and binary relations (i.e., relationships between objects), but there are alternative access methods, e.g., via Java object APIs or querying through the SPARQL graph data model query language.

RDF(S) constitutes a graph data model, but it can also be seen as a kind of object model or a kind of constrained relational model.

3.4 Reasoning

Each type of reasoning is based on a formalism, typically a logical language, to deduce (infer) conclusions from a given set of facts (also called assertions) encoded in an model. Standard reasoning services include:

1. Logical consistency: checks whether a set of logical sentences, i.e., a logical theory, has an interpretation that makes all sentences become true, i.e., admits a model.
2. Logical implication: given a set of logical sentences as a premise (often called a “theory”) another set of logical sentences may be implied as a conclusion because every model of the premise is also a model of the conclusion.
3. Subsumption: is a special case of checking logical implications. Subsumption tests whether one class definition is more specific than another one — given a set of logical sentences as background theory. Subsumption tests can be used to generate a sound and complete classification of a set of class definitions.
4. Equivalence: applies subsumption tests in two directions in order to determine equivalence between two class definitions.
5. Extension test: an extension test checks whether a tuple is contained in a logical relation. Specifically, checking of instantiation tests whether an instance belongs to the extension of a class, which is a unary relation.

All standard reasoning services in first-order predicate logics (and in description logics, specifically) illustrated here can be based on consistency checking. In horn rules formalisms, reasoning is rather defined either based on resolution or based on naive bottom-up evaluation.

3.5 Querying

Querying, accompanied by transformation, plays an important role for accessing and bridging between technical spaces. The work by Haase et al. comparing aspects of query languages for ontologies have been used to identify features of querying [22]:

1. Inference support: when information is retrieved from a technical space a query engine may access only explicitly available data (e.g., SPARQL [41]) or it may include facts derived by using a reasoning (e.g., OWL-QL [19] or SAIQL [26]).
2. Closure: a query language may represent the results of a query on a model (i.e., a kind of database) either in the same format as the model itself or in a different paradigm. For instance, the earliest RDF query languages returned results as variable bindings, i.e., as relations rather than graphs, while SPARQL may return results in its native paradigm, i.e., as a graph.
3. Safety: a query language is considered safe, whenever a syntactically correct query returns a finite set of results.
Queries are expressed in a language over a data model in a modeling level, and can use a reasoning service. For example, OCL can be used as a query language with lexical notation over an UML object data model. SPARQL[41] is a query language with lexical notation over RDF graph data model without reasoning support (according to the specification; some implementation still support reasoning) and with results being either represented as relations or as graphs.

### 3.6 Rules

Rules are present inside technical spaces as well as in transformations between them. Rule languages can be considered to include a querying mechanism over a data model. The term “rules” is ambiguous and includes in its range:

1. **Integrity constraints**: restrict the number of possible interpretations, but they do not add inferences and just signal exceptions.

2. **Derivation rules**: comprise conditions from which a fact is derived as a conclusion whenever the rule holds.

3. **Reaction rules**: comprise a triggering event and a condition that leads to a triggered action whenever a triggered condition holds.

4. **Transformation rules**: process models or data from one source to one target. They consist of conditions and a transformation function, which returns its result whenever the condition holds.

5. **Logical rules**: describe a logical axiom that holds.

For example, OCL can be used to write integrity constraints and derivation rules as well. Part from the UML specification called Action Semantics could be used to specify reaction rules. A SQL Trigger is another example of reaction rule.

F-Logic rules are logical rules that can be considered to constitute derivation rules and that can be configured to model integrity constraints. TRIPLE[16] is a reasoner for which a hybrid rule language with lexical notation for querying and translating RDF models has been designed. It is primarily based on logic programming and has strong ties with F-Logic. DL-safe rules[34] is a logical rule mechanism extending OWL-DL (aside for some minor primitives of OWL-DL) while allowing for sound and complete reasoning with class definitions and a restricted rule language that defines specific logical axioms.

ATL[9] and QVT[37] are languages with lexical notation, metamodeling abstract syntax and can be used to write transformation rules.

### 3.7 Transformation

A transformation definition is a set of transformation rules that together describe the conversion of one model in the source language into another related model in the target language[24]. A transformation definition uses querying over a data model and transformation rules to manipulate the source and target metamodels, and can involve reasoning. Concerning MMTS+OTS, we distinguish between four aspects of transformations:

1. **Semantical**: The semantical aspect of a transformation differs between precise transformation or approximating transformations. Approximating transformations give up on soundness (rarely) or completeness (more often) in order to speed up subsequent querying or reasoning. Precise transformations do not change the querying and/or reasoning results.

2. **Syntactical**: this aspect involves graph-pattern, which draws on the theoretical work on graph transformations operating on typed, attributed, labeled graphs, and executable logic of the transformation, which can be declarative or imperative.

3. **Directionality**: concerns the ability to generate models in different directions based on the definition of a transformation. Bidirectional transformations are sufficient to transform forward and backward between source and target models. Examples include QVT and UMLX. Unidirectional transformation allow for transformations in exactly one direction, such as ATL, in general.

For example, UMLX[50] is a transformation language with graphical notation, declarative executable logic, precise semantics, and can produce bidirectional model transformations. QVT[37] and ATL[9] are languages with lexical notation, realize precise transformations, and can use declarative and imperative executable logic. They both allow for defining transformation rules, using OCL as query language over UML object models.

### 3.8 Mediation

Mediation is the process of reconciling differences between heterogeneous models. It plays a central role in MMTS+OTS, as models in different languages must coexist. Features of mediation are:

1. **Mapping**: the declarative specification of the correspondences between different elements of the two models. In a transformation process, the mapping specification precedes the transformation definition.

2. **Integration**: focuses on interoperability between models so that they work together effectively. It comprises:
   - Aligning: preserves the source models and produces a new model containing additional axioms to describe the relationship between the concepts from the source models.
   - Merging: creates one new merged model based on concepts found in the source models.

3. **Composition**: comprises the combination of elements that accord to overlapping concepts in different source models. Usually, each source model handles a different dimension of the overlapping elements. A weaving process does not necessarily produce a merge, but it can produce a model in a third language with new knowledge based on the source models.

Both integration and composition make use of mappings to specify overlaps.

For example, an aligning between a UML class diagram and an ontology could involve the specification of the mappings between both models. The resulting model can be queried independently whether the queried class resides in the UML class diagram or in the ontology.
A merging involves the generation of a completely new model in one of the given languages. Both integration strategies consider relating only the similar primitives of each language. A composition can generate a model in a new language with the expressiveness of the previous languages, considering particularly a union of the primitives of each language. For example, a composed model may allow an ontological class definition while having the specification of a class method on the UML side.

3.9 Modeling Level
In Model Driven Engineering, the concepts described by models are organized according to different levels. The concepts of a M level define the concepts of M - 1 Level. Such as organization is defined by [8] as follows:

0. System: the executable system, the runtime instances.
1. Model: a representation of the system.
2. Metamodel: defines the concepts in which the model is defined.
3. Metametamodel: defines the core concepts in which the metamodel and itself are defined.

This organization corresponds to the OMG’s Four layered metamodel architecture: the metamodel level (M3), the metamodel level (M2), the model level (M1) and the runtime instances (M0). The modeling levels are described using a language and are organized according to a data model.

4. TRANSFORMING BETWEEN MMTS AND OTS
In this section, we describe some example transformations between meta modeling and ontology-based approaches. We have formed four groups of approaches and within each group we delve into some details of a “prototypical” approach, which is also classified according to the framework defined in Section 3. The reader may note that the variation is indeed larger than can be fully covered by this description.

4.1 Model Checking
This category groups the works that use automated reasoning techniques for checking and validation of models in formalized languages. Most reasoning approaches for validation check some specification against some design. The description logics technical spaces, however, have specifically been defined to validate the internal consistency of a set of class definitions. To exploit this model of validation, one may transform a part of a given MDE-based model, e.g., the class diagram of a PIM based on UML, into a set of OWL class definitions (cf. arrow 1 in Fig 1; cf. [7]) and one may check class hierarchy relationships, property hierarchies as well as the logical consistency of instantiating classes.

We illustrate this process by using the simple UML class diagram of university accounts depicted in Fig. 3. The diagram shows that a WebPortalAccount is a particular kind of UserAccount and that each UserAccount is owned by one and only one User. Additionally, a User can be only of two different kinds, a Researcher or a Student. A Researcher can have only one WebPortalAccount. The association class Uses specializes the association class Owns.

![Figure 3: Checking consistency of UML models.](image)

After applying the transformation from UML into a description logics model, such as OWL (more specifically,[7] mapped it into ALCCQI), we ask the reasoner to verify the model. By reasoning over such a diagram, we discover some undesirable properties. First of all, the class Researcher must be empty and, hence, cannot be instantiated. The reason is that the disjointness constraint asserts that there is no Researcher who is also Student. Furthermore, since the class User is made up by the union of classes Researcher and Student, and since Researcher is empty, the classes User and Student are equivalent, implying redundancy.

By dropping the generalization Student-Researcher, we arrive at a valid model. If we invoke the reasoner one more time, we can refine the multiplicity of the role Researcher in the association uses to 1. Owns is a generalization of Uses, hence every link of Uses is a link of Owns, since every Account is owned by exactly one User, necessarily every WebPortalAccount is used by at most one Researcher, since WebPortalAccount is a subclass of Account.

Reconsidering our feature model depicted in Fig. 2, the configuration of this category uses the following features: (i) a model at a given modeling level (model, metamodel or metametamodel), written in a given language, using an object data model; (ii) a target model, written in a given language with model-theoretic semantics, including one formalism, reasoning capability, querying with closure, inference support and safe; (iii) a mapping specification describing the links between the models; (iv) a unidirectional, declarative and precise transformation definition, which includes transformation rules and querying.

Another work, that roughly fits into this category of MMTS to OTS transformation for the purpose of model checking, is [46]. It proposes an approach to detect and resolve inconsistencies between different versions of UML models specified as a collection of class diagrams, sequence diagrams and state diagrams. It presents a Domain Specific Language (UML Profile) able to describe the evolution of the models.

4.2 Model Enrichment
Model enrichment aims to use ontologies for enrichment of models from MMTS. One example is given by arrow 3 in Fig. 1. The PIM specified in MMTS is transformed to a TRIPLE model from OTS. By reasoning on the TRIPLE model one may derive new facts to be transformed back to and included in MMTS, e.g. in the PIM.

Figure 4 illustrates a simplifying example: (Step 0: Model) It depicts two models capturing bibliographical references. On the left side, the model Ma comprises the class Publication, which generalizes Article and Thesis,
which generalizes MScThesis and PhDThesis. On the right side, the model Mb includes the classes Entry and Thesis. In the middle, there is a mapping model, Mab, with a link MScThesis2Thesis mapping MScThesis onto Thesis and a link PhDThesis2Thesis mapping a PhDThesis onto a Thesis.

(Step 1: Forward Transformation) The three models may be transformed into the TRIPLE language from the OTS. The resulting TRIPLE model includes all instances and classes of Ma and Mb as RDF and furthermore it contains the two logical rules depicted in the lower part of Fig. 4.

(Step 2: Logical Querying) The logical rules allow for querying of Ma instances through the view of Mb in the TRIPLE OTS [16]. The corresponding query is defined in TRIPLE by FORALL X,Y,Z <− X[Y→Z]@Mb(Ma). These retrieved instance triples may be added as triples to the RDF space of the Mb part of the TRIPLE OTS.

(Step 3: Backward Transformation) Eventually, one may transform the latter results back to Mb, then including all the objects of Ma as seen through Mb in Mb.

While the given example is too simple to be of use in the software engineering process, real applications may exploit the TRIPLE inferencing and enrichment (i) to translate (database) objects between PSM/code models at runtime, or (ii) to perform more complex reflections (i.e. at the model level) that need the help of logic programming, e.g. recursive logical rules such as exploited in [35].

Regarding the feature model, the configuration of features include: (i) a model at a given modeling level (model, metamodel or metamodel), written in a given language, using an object data model; (ii) a target model, written in a given logical language, here with fix-point semantics, reasoning capability, querying with closure, inference support and safety; (iii) a mapping specification describing the links between the models; (iv) a bidirectional declarative transformation definition, which includes transformation rules and querying; (v) logical rules and reasoning to make the knowl-

Figure 5: Ontology Modeling with UML Profile.

As this is not a closely grouped category, further work in this category exhibit strongly varying facets. Billig et al. [10] use TRIPLE to generate mappings between a PIM and a PSM describing user requirements as input. It comprises a transformation from MMTS into OTS (TRIPLE), the generation of the mappings, the transformation into a PSM under OTS and the transformation OTS to MMTS of the PSM. Roser and Bauer [43] present a framework to automatically generate model transformations between MMTS models using the OTS; Kappel et al.[23] provide an approach for model-based tool integration. It consists of transforming two metamodels from MMTS into an OTS, uses reasoning services and generates mappings between the two models represented in the OTS.

4.3 Ontology Modeling

This category groups the efforts to give a graphical notation to ontology modeling (arrow 2 in Fig. 1). Referring to our feature model, the configuration of this category includes: (i) a model written in a given language with graphical notation from MMTS; (ii) a target model written in a given language and including one formalism from OTS; (iii) a mapping specification describing the links between the models; (iv) a bidirectional and precise transformation definition, which includes transformation rules and querying. It needs not involve reasoning per se.

Figure 5 illustrates this configuration. An UML Profile for ontology modeling is used to stereotype the classes Customer and Country as OWLClass. The objectProperties are represented as roles in the association. This UML model is then translated to OWL serialization syntax, using a transformation definition.


Extensions of the Unified Modeling Language for ontology development were proposed [6], culminating in a new metamodel into the MDA family of modeling languages — the Ontology Definition Metamodel [12] [39] [17]. These approaches use a DSL (UML Profile) to represent the ontology, a mapping onto the ODM, a transformation from the ODM into the serialization syntax of the OWL ontology language.

4.4 Hybrid Approaches

This category embraces our attempt at considering behavioral and representational aspects of modeling an application at MMTS (arrows 2+a+b in Fig. 1), called TwoUse (Transforming and Weaving Ontologies and UML in Software Engineering) [44]. It involves: (i) a model written in
profiling UML with OCL expressions; (ii) a target model, written in OWL with model-theoretic semantics and Description Logics formalism, and; (iii) a composition including a mapping specification describing the links between the models; (iv) a bidirectional and precise transformation definition, which includes transformation rules and querying. It differs from the former category as there is not one target model, but rather the aim is to eventually have models for code as well as for a logical space queried during runtime.

Consider the example of Subsection 4.3: the modeler, using a UML Profile for ontology, designs only an ontology, but cannot design an object oriented model in the same diagram, i.e., he cannot add the method getGermanCustomers() to class Customer, because Customer is not an object oriented class, it is an ontology class. With TwoUse, the modeler uses OCL expressions to describe the query operation in the same diagram, i.e., the class Customer becomes also an object oriented class. Moreover, this operation can query the ontology, i.e., invoke a reasoning service at runtime that uses the same ontology.

The ontology can be directly generated from the model (PIM) (arrow 2 in Fig. 1), whereas the object oriented classes and OCL expressions are translated into a specific platform (arrow b) and later into Java code (arrow b) including the API for ontology and reasoning invocation.

5. DISCUSSION AND OUTLOOK

We have illustrated variations on the principle idea of using meta modeling technical space (MMTS) with different ontological technical spaces (OTs). The basic patterns we find in our own work as well as in related works is that next to existing technical spaces of established meta modeling frameworks, new technical spaces are positioned that either enrich or exploit the software engineering capabilities by or for ontology technologies. We have identified the main characteristics of such approaches and designed a feature model to enlighten the possible conceptual choices. We have applied our model, illustrating the use of different ontology technologies.

Such positioning of technical spaces has been made possible by intensive research work in the last 10 years in the fields of MDE and ontology technologies. There remains a considerable body of problems being currently tackled or opened for future work:

First, scaleable ontological reasoning technology has matured tremendously over the last 10 years and current ideas and implementations let us expect that future reasoners will scale to higher efficiency by one or several orders of magnitude. Nevertheless, some reasoning tasks will remain computation-intensive and will not be exploitable for interactive design, but rather in batch validation processes. Techniques for semantic transformations between different ontology reasoning techniques will be required and that the software developer benefits from the most appropriate and most efficient technique at each given point in the software development process.

Second, current models in MDE still assume rigidly defined class hierarchies. In the future, we expect more interactions between flexible logical models of expressive class definitions being used and hierarchically ordered at runtime and software engineering practices exploiting this flexibility and logical rigor for sound definition and management of complex software systems.

Third, in the past the semantics of ontology technologies like OWL and modeling approaches such as MDA were considered disjoint, as the former was based on open-world reasoning and the latter on closed world reasoning. More recent work shows that there is a common logical basis that let us exploit joint modeling with either paradigm — using both point of views at the same time (cf. [32]).

Hence, in the future, we expect still much more light onto the dimly lit field of MMTS and OTS — towards more benefits for either discipline.
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